
Establishment of Efficient Algorithm for Medical 
Image Diagnosis 

A. Sorna Gowri 
Assistant Professor, The M.D.T Hindu College, 

Tirunelveli 

Dr. K. Ramar 
Principal, Einstein Engineering College, 

Tirunelveli 

Abstract-Breast Cancer Diagnosis and Prognosis are two 
medical applications pose a great challenge to the researchers. 
The use of machine learning and data mining techniques has 
revolutionized the whole process of breast cancer Diagnosis 
and Prognosis. Breast Cancer Diagnosis distinguishes benign 
from malignant breast lumps and Breast Cancer Prognosis 
predicts when Breast Cancer is likely to recur in patients that 
have had their cancers excised. Thus, these two problems are 
mainly in the scope of the classification problems. This study 
paper summarizes various reviews on breast cancer diagnosis 
and prognosis and about adaptive neural network current 
research being carried out using the data mining techniques to 
enhance the breast cancer diagnosis and prognosis. 
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1. INTRODUCTION

Breast cancer has become the leading cause of death in 
women in developed countries. The most effective way to 
reduce breast cancer deaths is detect it earlier. Early 
diagnosis requires an accurate and reliable diagnosis 
procedure that allows physicians to distinguish benign 
breast tumors from malignant ones without going for 
surgical biopsy. The objective of these predictions is to 
assign patients to either a “benign” group that is 
noncancerous or a “malignant” group that is cancerous. 
The prognosis problem is the long-term outlook for the 
disease for patients whose cancer has been surgically 
removed. In this problem a patient is classified as a ‘recur’ 
if the disease is observed at some subsequent time to tumor 
excision and a patient for whom cancer has not recurred 
and may never recur. The objective of these predictions is 
to handle cases for which cancer has not recurred (censored 
data) as well as case for which cancer has recurred at a 
specific time. Thus, breast cancer diagnostic and prognostic 
problems are mainly in the scope of the widely discussed 
classification problems. These problems have attracted 
many researchers in computational intelligence, data 
mining, and statistics fields. Cancer research is generally 
clinical and/or biological in nature, data driven statistical 
research has become a common complement. Predicting the 
outcome of a disease is one of the most interesting and 
challenging tasks where to develop data mining 
applications. As the use of computers powered with 
automated tools, large volumes of medical data are being 
collected and made available to the medical research 
groups. As a result, Knowledge Discovery in Databases 
(KDD), which includes data mining techniques, has 
become a popular research tool for medical researchers to 

identify and exploit patterns and relationships among large 
number of variables, and made them able to predict the 
outcome of a disease using the historical cases stored 
within datasets. The objective of this study is to summarise 
various review and technical articles on diagnosis and 
prognosis of breast cancer. It gives an overview of the 
current research being carried out on various breast cancer 
datasets using the data mining techniques to enhance the 
breast cancer diagnosis and prognosis. 

2. DATA MINING CLASSIFICATION METHODS

The data mining consists of various methods. Different 
methods serve different purposes, each method offering its 
own advantages and disadvantages. However, most data 
mining methods commonly used for this review are of 
classification category as the applied prediction techniques 
assign patients to either a “benign” group that is non- 
cancerous or a ”malignant” group that is cancerous and 
generate rules for the same. Hence, the breast cancer 
diagnostic problems are basically in the scope of the widely 
discussed classification problems. In data mining, 
classification is one of the most important tasks. It maps the 
data in to predefined targets. It is a supervised learning as 
targets are predefined. The aim of the classification is to 
build a classifier based on some cases with some attributes 
to describe the objects or one attribute to describe the group 
of the objects. Then, the classifier is used to predict the 
group attributes of new cases from the domain based on the 
values of other attributes. The commonly used methods for 
data mining classification tasks can be classified into the 
following groups. 
2.1. Decision Trees (DT’s) 
A decision tree is a tree where each non-terminal node 
represents a test or decision on the considered data item. 
Choice of a certain branch depends upon the outcome of 
the test. To classify a particular data item, we start at the 
root node and follow the assertions down until we reach a 
terminal node (or leaf). A decision is made when a terminal 
node is approached. Decision trees can also be interpreted 
as a special form of a rule set, characterized by their 
hierarchical organization of rules. 

2.2. Support Vector Machine(SVM) 
Support vector machine (SVM) is an algorithm that 
attempts to find a linear separator (hyper-plane) between 
the data points of two classes in multidimensional space. 
SVMs are well suited to dealing with interactions among 
features and redundant features. 
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2.3. Genetic Algorithms (GAs) / Evolutionary 
Programming (EP) 
Genetic algorithms and evolutionary programming are 
algorithmic optimization strategies that are inspired by the 
principles observed in natural evolution. Of a collection of 
potential problem solutions that compete with each other, 
the best solutions are selected and combined with each 
other. In doing so, one expects that the overall goodness of 
the solution set will become better and better, similar to the 
process of evolution of a population of organisms. Genetic 
algorithms and evolutionary programming are used in data 
mining to formulate hypotheses about dependencies 
between variables, in the form of association rules or some 
other internal formalism. 
2.4. Fuzzy Sets  
Fuzzy sets form a key methodology for representing and 
processing uncertainty. Uncertainty arises in many forms in 
today’s databases: imprecision, non-specificity, 
inconsistency, vagueness, etc. Fuzzy sets exploit 
uncertainty in an attempt to make system complexity 
manageable. As such, fuzzy sets constitute a powerful 
approach to deal not only with incomplete, noisy or 
imprecise data, but may also be helpful in developing 
uncertain models of the data that provide smarter and 
smoother performance than traditional systems. 
2.5. Neural Networks 
Neural networks (NN) are those systems modeled based on 
the human brain working. As the human brain consists of 
millions of neurons that are interconnected by synapses, a 
neural network is a set of connected input/output units in 
which each connection has a weight associated with it. The 
network learns in the learning phase by adjusting the 
weights so as to be able to predict the correct class label of 
the input. 
2.6. Rough Sets 
A rough set is determined by a lower and upper bound of a 
set. Every member of the lower bound is a certain member 
of the set. Every non-member of the upper bound is a 
certain non-member of the set. The upper bound of a rough 
set is the union between the lower bound and the so-called 
boundary region. A member of the boundary region is 
possibly (but not certainly) a member of the set. Therefore, 
rough sets may be viewed as with a three-valued 
membership function (yes, no, perhaps). Rough sets are a 
mathematical concept dealing with uncertainty in data. 
They are usually combined with other methods such as rule 
induction, classification etc.  
 

3. ADAPTIVE NEURAL FUZZY INFERENCE SYSTEM 

(ANFIS) 
Adaptive Neural Fuzzy Inference System (ANFIS), 
proposed by Jang in 1993, is a combination of two machine 
learning approaches: Neural Network (NN) and Fuzzy 
Inference System (FIS) .Some of the earlier work on 
ANFIS was done by Übeyli who aimed to integrate 
adaptive neural fuzzy inference system (ANFIS) for breast 
cancer diagnosis. The author used a database of patients 
with known diagnosis (i.e. supervised learning). The 
ANFIS classifier was trained with a set of records for nine 
examined features for breast cancer, and then was used to 

diagnose new cases. The system combined between neural 
network and it is ability of learning and fuzzy modeling 
approach. The performance of Übeyli’s ANFIS-based 
model showed a promising results and underlined it is 
capability to diagnose the disease with 98% classification 
accuracy. Motivated by this work, to adapt the ANFIS 
based data mining technique with a             pre-processing 
stage involving Information Gain Method (IG), with 
expectation that the method can enhance the classification 
accuracy for breast cancer datasets. The details of ANFIS, 
IG structure, and experimental validation are described in 
next few Sections.  
3.1 ANFIS Structure  
ANFIS exploit the advantages of NN and FIS by 
combining the human expert knowledge (FIS rules) and the 
ability to adapt and learn (NN) .For simple illustration, 
suppose the fuzzy system contains two Sugeno fuzzy rules:  
  1ݎ+ݕ1ݍ+ݔ1݌=݂ ܰܧܪT,1ܤ ݏ݅ ݕ ܦܰܣ1ܣ ݏ݅ ݔ ܨܫ:1݈݁ݑܴ          
  2ݎ+ݕ2ݍ+ݔ2݌=݂ ,2ܤ ݏ݅ ݕ ܦܰܣ2ܣ ݏ݅ ݔ ܨܫ:2݈݁ݑܴ          
ANFIS learns first the structure and then learns the 
parameters.Structure-learning includes space classifying of 
fuzzy input and rule-extracting.According cliustering is 
done by extracting a set of rules that models the data 
behaviour to classify the training sample space.If the space 
is clustered into ni 
Classes,then there will be corresponding ni,fuzzy 
rules.Hence,initial input parameters of membership 
functions for each class are determined by the clustered 
centered coordinates and its radius length. 
 

 
Figure 1 (a) shows the fuzzy reasoning and 

Figure 1 (b) shows the corresponding structure of ANFIS 
 

      In Figure 1 (b), the node function in each layer is as the following : 
       Layer1: Each node ݅ (represented by a square) in this layer 
accepts input and computes the  membership   μAi (x) .  

 (1)  (ݔ) ݅ܣߤ=1ܱ݅     
Where ݔ is the input to node ݅, and ݅ܣ is the linguistic label 
(small, large, etc.) associated with this node. In other 
words, ܱ݅1 is the membership function of ݅ܣ and it 
specifies the degree to which the given ݔ satisfies the 
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quantifier ݅ܣ .Usually ( ) is chosen to be bell-shaped with 
values between 0 and 1, such as the generalized bell 
function:  
ݔ) −] ݌ݔ݁=  (ݔ) ݅ܣߤ െ ܿ݅/ܽ݅ )2 ] (2)  

 
Layer2: Every node in this layer (represented by a circle) 
takes the corresponding outputs from Layer 1 and 
multiplies them to generate a weight:  
  (3 )  1,2=݅ ,( ݔ) ݅ܤߤ×( ݔ) ݅ܣߤ=ഥݓ
  

The output of this node represents the firing strength of the 
rule.  
Layer3: Every node in this layer is a circle node labeled N. 
This layer normalize the weight of a certain node in 
compare to the sum of other nodes weights (The ration of 
weight) then compute the implication of each output 
member function.  
ഥݓ  i   =   wi   / ∑j ݓj , ݅=1,2. ݆ =2       (4)  

Layer 4: Everynode in this layer is illustrated  
with a square. Based on sugeno inference system 
The output of a rule can be written on the  
following linear format. 

 

௜݋
ସ=ݓഥ ഥݓ =݂݅݅    (5)  (݅ݎ+ݕ݅ݍ+ݔ݅݌)݅ 

Layer 5: This layer called the aggregation layer, which 
computes the summation of rules, the proposed algorithm 
produce a single output (centroid):  
௜݋
ହ=݂݈݅݊ܽ݋uݐݑ݌ݐ= ∑I ݓഥ  (6)   ݅ݓi∑ /݂݅݅ݓ ݅∑=݂݅݅ 

3.2 ANFIS Learning  
The method to train ANFIS is the hybrid learning algorithm 
which uses the gradient descent method and Least Square 
Estimate (LSE). Each cycle of the hybrid learning consists 
of a forward pass and a backward pass. In the forward pass 
the signal travels forward until Layer 4 and the consequent 
parameters are identified using the LSE method. In the 
backward pass the errors are propagated backward and the 
premise parameters are updated by gradient descent. The 
process repeated until achieving the lowest error or a 
predefined threshold[22] 
3.3 Information Gain  
The information gain method was proposed to approximate 
quality of each attribute using the entropy by estimating the 
difference between the prior entropy and the post entropy 
.This is one of the simplest attribute ranking methods and is 
often used in text categorization. If ݔ is an attribute and ܿ is 
the class, the following equation gives the entropy of the 
class before observing the attribute: 
  (7)              ( ݔ) 2ܲ݃݋݈( ݔ) ܲ x∑ − = (ݔ) ܪ
Where(ܿ) is the probability function of variable ܿ. The 
conditional entropy of ܿ given ݔ (post entropy) is given by: 
  
 (8)         ( ݔ|ܿ) 2ܲ݃݋݈(ݔ|ܿ)c P∑(ݔ) ܲ x∑ −= (ݔ|ܿ )ܪ
The information gain (the difference between prior entropy and postal 
entropy)is given by the following equations 

 

 
H( ܿ,ݔ )=(9)                       (ݔ|ܿ) ܪ− (ܿ) ܪ 

 

 ( ݔ,ܿ) ܪ
=−∑c ܲ( ܿ )݈2ܲ݃݋ (ܿ )−∑x( −ܲ (ݔ )∑c ܲ( ܿ /ݔ )݈(10)( ݔ|ܿ )2ܲ݃݋ 
 

 

3.4  Proposed IG-ANFIS approach 

The proposed approach is to combine the information gain 
method and ANFIS method for diagnosing diseases (in this 
case; breast cancer). The information gain will be used for 
selecting the quality of attributes. The output of applying 
the information gain method is a set of features with high 
ranking values, the set of high ranked features will be the 
input for ANFIS. The selected features will be applied to 
ANFIS to train and test the proposed approach. The 
structure of the proposed approach is shown in Figure2, 
where X={x1,x2,..,xn}are the original features in dataset, 
Y={y1,y2,..,yk}are the features after applying the 
information gain (features selections), and Z denotaed to 
the final output after applying Y on ANFIS(diagnose). 

 
Figure 2: The general structure for the proposed approach  
 
3.5 The Experimental Results  
The database, Wisconsin Breast Cancer Dataset (WBC), 
have been created by William Wolberget al. from the 
University of Wisconsin-Madison, USA. The database 
attributes were collected from digital fine needle aspirate 
(FNA) of breast mass. WBC contains 699 records. Each 
record consists of 9 features plus the class attribute.  
In our experiment, the database was divided into training 
and testing datasets. 341 records used for training and 342 
records for testing. The records which contain missing 
values (16 records) have been ignored. The class attributes 
have been normalized to [0=Benign, 1=Malignant]. The 
information gain method has been used to select the quality 
of attributes. Table 10 shows the ranking of attributes after 
applying the attribute evaluator InfoGainAttributeVal and 
the searching method Ranker-T-1 using WEKA on WBC 
dataset.  
Table 1: Information Gain Ranking Using WEKA on 
WBC  
Attribute Name  Rank  
Uniformity of Cell Size (UCSize)  0.636  
Uniformity of Cell Shape (UCSshape)  0.633  
Normal Nucleoli (NN)  0.555  
Bare Nuclei(BN)  0.538  
Single Epithelial Cell Size (SECS)  0.421  
Clump Thickness (CT)  0.411  
Marginal Adhesion (MA)  0.394  
Bland Chromatin (BC)  0.316  
Mitoses(MI)  0.278  
 
It is very important to determine the number of features 
used in the experiment. Therefore, the proposed approach is 
to select a certain number of features based on features rank 
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and a point where the rank is dropped significantly. Figure 
3  shows the graph of Table 1. It shows the most significant 
change in the graph (the slope point) which gave us an 
indication to choose the first four top ranking features 
located above the slope point as the recommended number 
of features to be used later as inputs to ANFIS. The graph 
shows the biggest drop just after the feature number 4 
(BN). Therefore, features Uniformity of Cell Size 
(UCSize), Uniformity of Cell Shape (UCShape), Normal 
Nucleoli (NN), and Bare Nuclei (BN) are selected to train 
and test the model. At this stage, the attributes have been 
deducted and the recommended number of features has 
been set to 4 features.  

 
Figure 3: Information Gain Ranking on WBC. 

 
The first stage was to select the most important features 
that may lead to more accurate results as mentioned earlier. 
The second stage is to construct the fuzzy inference system 
(FIS). The most known fuzzy inference systems are 
Mamdani-FIS and Sugeno-FIS. Mamdani-FIS method is 
widely used to obtain expert knowledge. It allows users to 
describe the expertise as a simulation to the real life and 
nature. However, Mamdani-FIS is computationally 
expensive. On the other hand, Sugeno-FIS method is 
computationally efficient and works well with optimization 
and adaptive techniques.  
In our proposed approach, Sugeno Fuzzy Inference system 
has been used to maps feature to feature membership 
functions, feature membership function to rules, rules to a 
set of output, output to output membership functions, and 
the output membership function to a single-valued output 
as shown in  Figure 4. The membership function maps 
input with a membership values as shown in Figure 5. 
 

 
Figure 4 Sugeno Fuzzy Inference System with four features input 

and single output 
 

 
In addition to the membership function, FIS contains the 
rules that add human reasoning capabilities to machine 
intelligences, which are usually based on Boolean logic. In 
our proposed approach, the rules have been defined from 
the real data. The rules express the weight of each feature 
by giving higher priority for features that have the highest 
rank. The proposed approach contains 81 rules (Number of 
rules = ݕݔwhere ݔ is the Number of member functions and 
 is the number of features i.e.34=81 rules). The following ݕ
are two examples of rules used in the proposed approach:  
IF AND(Uniformity CellSize is poor, Uniformity CellShape 
is Avg, BareNuclei is poor, Normal Nucleoli is 
poor)THEN(output is OK)  
IF AND(UniformityCellSize is poor, Uniformity CellShape 
is high, Bare Nuclei is poor, Normal Nucleoli is avg)THEN 
(output is NOT_OK)Figure 5 is a visual implementation for 
the rule Uniformity Cell Size. It contains three member 
functions: poor, average, and high.  

 
Figure 5: Input Membership Function for the feature 

“Uniformity of Cell Size” 
 

In the third and final stage, the constructed Fuzzy Inference 
System and the new features set were loaded to ANFIS 
which will train and test the proposed approach as shown in 
Figure 6. The structure of ANFIS on MATLAB is shown in 
Figure 7  

 
Figure6: The structure for the proposed approach (IG-

ANFIS) 

Table2: Comparison of classification accuracy between 
IG-ANFIS and some previous work . 

* The approach  Accuracy 
* AdaBoost   57.60%  
* ANFIS   59.90%  
* SANFIS   96.07%  
* FUZZY   96.71%  
* FUZZY-GENETIC   97.07%  
* ILFN   97.23%  
* NNs   97.95%  
* ILFN&FUZZY   98.13%  
* IG-ANFIS (our method)   98.24%  
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Figure 7  ANFIS Structure on MATLAB 

 
The result of applying ANFIS on the features selected 
using the information gain on WBC dataset showed 
98.24% accuracy. The results of previous work (using the 
same dataset) are shown in Table 2 . 
 

4. CONCLUSION: 
A new approach for diagnosing breast cancer by reducing 
the number of features to the optimal number using the 
information gain and then apply the new dataset to the 
Adaptive Neuro Fuzzy Inference system (ANFIS). The 
study found that the accuracy for the proposed approach is 
98.24% compared with other methods. The proposed 
approach showed a very promising results which may lead 
to further attempts to utilise information technology for 
diagnosing patients. Overall, the results show that IG-
ANFIS can be applied successfully to medical diagnosis 
problems. IG-ANFIS were able to consistently achieve 
98.24% success in the breast cancer diagnosis test. The 
success rates achieved were dependent on the structure of 
the network and the training algorithm used. The results 
depend more heavily on the actual data used for the 
diagnosis. The process of selecting the right inputs to be 
used and validity of the measurements has a greater impact 
on the effectiveness of these diagnosis tools than structural 
or algorithmic factors. 
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